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Good luck avoiding MCQA
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Question 1: What’s wrong with MCQA’s format?
(A) Not widely applicable 
(B) Misaligned with LLM needs
(C) Limited knowledge testing

Question 2: What’s wrong with MCQA datasets?
(A) Contamination   
(B) Un-answerability
(C) Shortcuts
(D) Saturation

Question 3: How do LLMs struggle with MCQA?
(A) Robustness
(B) Biases
(C) Unfaithful Explanations

Are we using MCQA correctly for LLMs? No!
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MCQA is simple, so why do humans hate these exams?

Studies showing it fails to predict student success Dropping standardized exams altogether?!

Using other 
testing formats

We should be just as critical for LLMs!

LLM Use Cases Knowledge Testing Better Formats
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Evaluations inform LLM selection
So they should contain tasks mirroring how people actually use LLMs 

Based on analysis on ShareGPT:
“almost all the user queries are free-form text generations” (i.e. not MCQA) 

Maybe 7.25% 
are MCQA?

[1] 

[1] The Shifted and The Overlooked: A Task-oriented Investigation of User-GPT Interactions

71% of tasks 
in benchmarks

versus

LLM Use Cases

https://arxiv.org/abs/2310.12418


MCQA can’t match LLM needs, can it test knowledge? 

Most MCQs fall into “lower-
order thinking skills”

Educators find it really hard to 
write MCQs for higher-order 

skills (reasoning, creativity…)

[1] Multiple-choice tests and student understanding: What is the connection?

[2] 

[2] Multiple choice questions: Can they examine application of knowledge?

[1] 

MCQA makes it much harder to test advanced knowledge capabilities!

Knowledge Testing

https://onlinelibrary.wiley.com/doi/abs/10.1111/j.1540-4609.2005.00053.x
https://pharmacyeducation.fip.org/pharmacyeducation/article/view/120


What are better MCQA formats?

Question: What is the capital of France?
Choices: (A) Berlin (B) Paris (C) Madrid (D) Rome
Answer: (B)

Multiple-Choice Question

Question: What is the capital of France?
Answer: Paris

Constructed-Response Questions
Question: What is the capital of France?
Choices: (A) Berlin (B) Paris (C) Madrid (D) Rome
Explanation: The answer is (B) because…

Explanation Multiple-Choice Questions

Give an answer without the choices Explain why the answer was selected

Generative tasks that align with LLM needs

Harder evaluation metrics

[1] Open-LLM-Leaderboard: From Multi-choice to Open-style Questions for LLMs Evaluation, Benchmark, and Arena

[1] 

Better tests knowledge (based on education) 

At least we can 
improve this!

Better Formats

https://arxiv.org/abs/2406.07545


Question 1: What’s wrong with MCQA’s format?
 

(B) Misaligned with LLM needs
(C) Limited knowledge testing

Are we using MCQA correctly for LLMs? No!



Question 2: What’s wrong with MCQA datasets?
   

(B) Un-answerability
(C) Shortcuts
(D) Saturation

Are we using MCQA correctly for LLMs? No!



Sometimes, MCQA is a valid format to use
It can test comprehension, LLM-as-a-judge, …

Ø Or maybe I haven’t convinced you MCQA’s format is bad

But still, there are issues in MCQA datasets we need to fix!

Picking Sources Writing MCQs Long-Term EvalFinalize Dataset

I want to build an MCQA dataset…



Sometimes, MCQA is a valid format to use

But still, there are issues in MCQA datasets we need to fix!

Writing MCQs Long-Term EvalFinalize Dataset

I want to build an MCQA dataset…

Un-answerability Shortcuts Saturation

It can test comprehension, LLM-as-a-judge, …
Ø Or maybe I haven’t convinced you MCQA’s format is bad



Some MCQs are impossible to answer

Question: Ash redeemed themselves after retaking the 
test they failed. How will Ash feel as a result?
Choices: (A) relieved (B) accomplished (C) proud

Multiple Valid Distractors (Social IQA)
Question: Man is in roofed gym weightlifting. 
Woman is walking behind the man watching 
the man. Woman…

Poor Grammar (HellaSwag)

Question: The number of energy 
levels for the 55Mn nuclide are
Choices: (A) 3 (B) 5 (C) 8 (D) 4

Incorrect Answer (MMLU)
From the authors:
“[we discard] questions that lack necessary information or require 
non-textual elements like images or tables”

Missing Information? (MMLU)

Researchers don’t know how to write MCQs like experts… 

[1] Plausibly Problematic Questions in Multiple-Choice Benchmarks for Commonsense Reasoning

[1] [2] 

[3] [4] 

[2] HellaSwag or HellaBad? 36% of this popular LLM benchmark contains errors
[3] Are We Done with MMLU?
[4] MMLU-Pro: A More Robust and Challenging Multi-Task Language Understanding Benchmark

Un-answerability

https://arxiv.org/abs/2410.10854
https://www.surgehq.ai/blog/hellaswag-or-hellabad-36-of-this-popular-llm-benchmark-contains-errors
https://arxiv.org/abs/2406.04127
https://arxiv.org/abs/2406.01574
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So we should follow educator’s guidelines for writing MCQs

General Item-Writing (procedural):
2. Avoid the complex multiple-choice format (e.g. all of the above)

General Item-Writing (content concerns):
13. Avoid over-specific knowledge when developing the item

Multiple-Choice Writing Guidelines

[1] A taxonomy of multiple choice item-writing rules (1989)

[1] 

Un-answerability

https://www.tandfonline.com/doi/abs/10.1207/s15324818ame0201_3


So we should follow educator’s guidelines for writing MCQs

General Item-Writing (procedural):
2. Avoid the complex multiple-choice format (e.g. all of the above)

General Item-Writing (content concerns):
13. Avoid over-specific knowledge when developing the item

Stem Construction:
20. Ensure the directions in the stem are clear

Correct Option Development:
37. Make sure there is one and only one correct option

Distractor Development:
39. Incorporate common errors of students

Multiple-Choice Writing Guidelines [1] 

Most important part of an MCQ!
Discerns between low and high skill test-takers

[1] A taxonomy of multiple choice item-writing rules (1989)

Un-answerability

https://www.tandfonline.com/doi/abs/10.1207/s15324818ame0201_3


Answerable MCQs are still cheatable via shortcuts 

Question: Find all zeros in the indicated finite field of the given 
polynomial with coefficients in that field. 𝑥! + 2𝑥 + 2 in 𝑍"  
Choices: (A) 1 (B) 2 (C) 2, 3 (D) 6
Answer:

MCQ from MMLU

(C)

I first need to find the zeros 
of the input equation…

Choices: (A) 1 (B) 2 (C) 2, 3 (D) 6
Answer:

MCQ from MMLU

(C)

IDK the answer, but (C) is the 
only one with 2 numbers…

Intended Solution

Shortcuts (e.g. spurious patterns, annotator artifacts, reasoning …)

Overestimating knowledge!
[1] How Do LLMs Answer Multiple-Choice Questions Without the Question?

[1] 

Shortcuts

https://arxiv.org/abs/2402.12483


Dataset Design: Consistency is Key
If correct answers and distractors have obvious differences, models will detect this

28. Keep the length of the options fairly consistent
34. Avoid giving clues through the use of faulty grammatical construction 

Multiple-Choice Writing Guidelines

Please write MCQs consistently!

Question: A woman is outside with a bucket and a dog. The dog is running around trying to avoid a bath. She...
       (A) rinses the bucket off with soap and blow dry the dog’s head
       (B) uses a hose to keep it from getting soapy

(C) gets the dog wet, then it runs away again
       (D) gets into a bath tub with the dog

HellaSwag MCQ

LLaMA-2 gets 59% accuracy 
when only using the choices!

[1] How Do LLMs Answer Multiple-Choice Questions Without the Question?

[1] 

[2] Language Models Generate Multiple-Choice Questions with Artifacts

[2] 

Shortcuts

https://arxiv.org/abs/2402.12483
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Even if your dataset is perfect, hill-climbing is inevitable…
MMLU Accuracy over Time

Given a saturated dataset, how can we make it harder?

Ø Write new, challenging MCQs

Saturation



AI Hype approach: make MCQs that are insanely difficult for humans and LLMs

Question: How many 2-vertex-connected simple nonisomorphic graphs are there with 5 vertices?
Choices: (A) 1 (B) 3 (C) 5 (D) 7 (E) 10 (F) 15

MCQ Based on Humanity’s Last Exam

My LLM got it wrong!!!!!!

But why? And how can 
I make my LLM better?

[1] Humanity's Last Exam

How should we write harder questions?

[1] 

Saturation

https://arxiv.org/abs/2501.14249


Hard for models, but easy for humans

Question: How many non-pet characters live in SpongeBob's neighborhood? 
Choices: (A) 3 (B) 4 (C) 5

MCQ Based on AdvQA

My LLM got it wrong!!!!!!

Sandy isn’t his neighbor! Challenge: How can we 
make writing these MCQs 

easier and more fun?

How should we write harder questions? Adversarially

[1] 

[1] Is your benchmark truly adversarial? ADVSCORE: Evaluating Human-Grounded Adversarialness

Saturation

https://arxiv.org/abs/2406.16342


What’s the best way to build a benchmark?

I want to build a 
benchmark… Goal: How funny is my LLM?

Pick a goal!

Joke generationConsult education formats
(MCQA, Constructed Resp., Explanations…)

If it matches a task…If it’s a basic 
skill…

Pick fresh sources 
(uncontaminated)

Rubric-guided 
MCQ writing

Aim for hard, 
interpretable MCQs

Remove shortcuts 
before finalizing



What’s the best way to build a benchmark?

If we don’t put in the effort, what do our 
benchmarks even measure?



Thank you :)

My amazing advisors who let me 
rant about MCQA as “research”

And many many many more…

Do you think I’m wrong? clueless? irritating? all of the above?
Let’s chat!
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